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Abstract. In this paper, we introduce a new (constructive) characterization of tight wavelet
frames on non-flat domains in both continuum setting, i.e. on manifolds, and discrete setting,
i.e. on graphs; discuss how fast tight wavelet frame transforms can be computed and how they
can be effectively used to process graph data. We start with defining the quasi-affine systems on
a given manifold M. The quasi-affine system is formed by generalized dilations and shifts of a
finite collection of wavelet functions Ψ := {ψj : 1 ≤ j ≤ r} ⊂ L2(R). We further require that ψj
is generated by some refinable function φ with mask aj . We present the condition needed for the
masks {aj : 0 ≤ j ≤ r}, as well as regularity conditions needed for φ and ψj , so that the associated
quasi-affine system generated by Ψ is a tight frame for L2(M). The condition needed for the masks
is a simple set of algebraic equations which are not only easy to verify for a given set of masks
{aj}, but also make the construction of {aj} entirely painless. Then, we discuss how the transition
from the continuum (manifolds) to the discrete setting (graphs) can be naturally done. In order for
the proposed discrete tight wavelet frame transforms to be useful in applications, we show how the
transforms can be computed efficiently and accurately by proposing the fast tight wavelet frame
transforms for graph data (WFTG). Finally, we consider two specific applications of the proposed
WFTG: graph data denoising and semi-supervised clustering. Utilizing the sparse representation
provided by the WFTG, we propose `1-norm based optimization models on graphs for denoising
and semi-supervised clustering. On one hand, our numerical results show significant advantage of
the WFTG over the spectral graph wavelet transform (SGWT) by [1] for both applications. On the
other hand, numerical experiments on two real data sets show that the proposed semi-supervised
clustering model using the WFTG is overall competitive with the state-of-the-art methods developed
in the literature of high-dimensional data classification, and is superior to some of these methods.

1. Introduction

In recent years, we are experiencing rapid advances in information and computer technology,
which contribute greatly to the exponential growth of data. To properly handle, process and
analyze such huge and often unstructured data sets, sophisticated mathematical tools and efficient
computing methods need to be developed. Such huge data sets, commonly referred to as “big
data”, are generally modelled as huge graphs living in very high dimensional spaces. Graphs are
commonly understood as a certain discretization or a random sample from some smooth Riemannian
manifold [2–6]. To understand and analyze graphs and data on graphs (shall be called graph data),
the graph Laplacian is widely used to reveal the geometric properties of the graph and plays an
important role in many applications such as graph clustering.

In signal and image processing, many methods are transform based. Sparsity of the signal/image
to be recovered under a certain transform is the key to the success of many existing algorithms.
One of the successful examples is the wavelet frame transform, especially the tight wavelet frame
transform [7–19]. The power of tight wavelet frames lies in their ability to sparsely approximate
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piecewise smooth functions and the existence of fast decomposition and reconstruction algorithms.
Recently, geometric properties of tight wavelet frames were discovered by connecting them to
differential operators under variational and PDE frameworks [17–19].

The success of wavelet frames for data defined on flat domains motivates much research on
generalizing wavelets and wavelet frames to curved, irregular and unstructured domains. In this
paper, we introduce a (constructive) characterization of tight wavelet frames on non-flat domains
in both continuum (on manifolds) and discrete (on graphs) setting, discuss how fast tight wavelet
frame transforms can be computed and how they can be effectively used to process and analyze
graph data. The basic idea is to understand eigenfunctions of Laplace-Beltrami operator (graph
Laplacian in discrete setting) as Fourier basis on manifolds (graphs in discrete setting) and the
associated eigenvalues as frequency components. This idea was used earlier by [1] in the discrete
setting. In this paper, we further observe that Quasi-affine systems generated by dilations and shifts
of wavelet functions can be defined on manifolds. When the elements in the quasi-affine system are
generated from a refinable function, the transition from continuum (manifolds) to discrete (graphs)
setting can be done very naturally. More importantly, such consideration makes the construction
of various types of tight wavelet frames on manifolds/graphs totally painless, and it ensures the
existence of fast decomposition and reconstruction algorithms which is crucial to many applications.

Given a compact and connected Riemannian manifold (M, g), denote L2(M) the space of square
integrable functions on M. We start with defining the quasi-affine system on M. The quasi-
affine system is formed by generalized dilations and shifts of a finite collection of wavelet functions
Ψ := {ψj : 1 ≤ j ≤ r} ⊂ L2(R). We further restrict our consideration of Ψ to those that
are generated by a set of masks {aj : 0 ≤ j ≤ r} ⊂ `2(Z). Then, we present the condition
needed for the masks {aj : 0 ≤ j ≤ r} (i.e. equation (2.15)) so that the associated quasi-affine
system generated by Ψ is a tight frame for L2(M) (Theorem 2.1). The condition on the masks
is a simple set of algebraic equations which are not only easy to verify for a given set of masks
{aj}, but also make the construction of {aj} painless. In particular, we show that under suitable
conditions, the quasi-affine system on M generated by any set of the framelets constructed from
the unitary extension principle [20] on R is a tight frame for L2(M) (Corollary 2.1). In addition,
many masks constructed in [18] satisfy the conditions (2.15) in Theorem 2.1 as well, although they
may not satisfy the unitary extension principle. Therefore, Theorem 2.1 is not only a rather generic
characterization of tight wavelet frames for L2(M), it also provides a simple way of verifying and
constructing various types of tight wavelet frame systems on L2(M).

Thanks to the aforementioned special consideration on Ψ, i.e. associating Ψ with a set of
masks {aj}, we discuss how the transition from the continuum (manifolds) to the discrete setting
(graphs) can be naturally done. We show that inner products with wavelet frame functions on
manifolds can be approximated in the discrete setting by “filtering” with the associated masks
on graphs. This leads to multi-level discrete tight wavelet frame transforms (decomposition and
reconstruction) on graphs, which can be interpreted as an iterative “convolution” of graph data
with properly dilated wavelet frame masks (or filters). In order for the proposed discrete tight
wavelet frame transforms to be useful in applications, we show how the transforms can be computed
efficiently and accurately. Since most masks we use are trigonometric polynomials, they can be
accurately approximated by low-degree Chebyshev polynomials, which enables us to compute the
decomposition and reconstruction transforms very efficiently and accurately without computing the
eigenvalues and eigenvectors of the graph Laplacian. As a result, the proposed fast tight wavelet
frame transform on graphs (WFTG) have a similar computational cost as the traditional fast
wavelet frame transforms for images with negligible reconstruction error if the underlying graph
Laplacian is a relatively sparse matrix. More importantly, numerical simulations show that the
WFTG maps graph data to a set of sparse coefficients, which indicates that the proposed tight
wavelet frames indeed provide sparse representation on graphs.
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Finally, we consider two specific applications of the proposed WFTG: graph data denoising and
semi-supervised clustering. Utilizing the sparse representation provided by WFTG, we propose `1-
norm based optimization models on graphs for denoising and semi-supervised clustering problems.
These models are motivated from models used in image restoration and image segmentation. We
compare the proposed WFTG and the spectral graph wavelet transform (SGWT) of [1] using
the proposed models for denoising and semi-supervised clustering. Our numerical results show
significant advantage of the WFTG over the SGWT for both applications on synthetic graph data.
Furthermore, we compare the proposed semi-supervised clustering model using the WFTG with
some of the state-of-the-art graph clustering models using two real data sets. Numerical studies
show that our approach is overall competitive with these methods and is superior to some of the
methods. We also note that, now that we have WFTG as an effective sparsifying transform for
graph data, modeling on graphs can be easily generalized from modeling in image processing and
analysis, whenever the same application is still relevant on graphs.

1.1. Brief Literature Review. Wavelets and their generalizations are well studied in the past
thirty years [21–24]. Their success in various applications are mostly due to the sparse represen-
tation they provide for piecewise smooth functions. In the past few decades, there has been much
endeavour in the community to generalize (bio)orthogonal wavelets and wavelet frames to functions
or data defined on non-flat domains, such as spheres, surfaces, graphs, etc.

There has been a relatively rich literature of wavelets and wavelet frames on 2-dimensional
surfaces. Wavelets on sphere were first introduced in [25] using the lifting scheme [26], and later
in [27,28] via a group-theoretical approach. Biorthogonal wavelets with high symmetry for surface
multiresolution processing have been constructed in [29–34]. Loop’s scheme-based biorthogonal
wavelets have been considered in [35] with the biorthogonal dual wavelets constructed in [36].
Redundant representations on surfaces were introduced by [37], where 6-fold symmetric bi-frames
with 4 framelets (frame generators) for triangulated surfaces were introduced. More recently in [38],
tight wavelet frames on triangulated and quad surfaces were constructed and applications in surface
denoising were considered.

In recent years, there has been much interest in constructing wavelet-like representation of graph
data. Successful examples include the wavelets on unweighted graphs by [39], the multiscale scheme
on graphs based on lifting by [40], the Haar wavelet transform for rooted binary trees [41] and
its generalization treelets [42], the diffusion wavelets [43] and diffusion polynomial frames [44], the
wavelets on compact differentiable manifolds [45], the spectral graph wavelet transform by [1,46,47],
Haar transform for coherent matrices [48], and orthogonal polynomial systems for weighted trees
[49].

1.2. Related Work and Contributions. Coifman and Maggioni [43] introduced diffusion wavelets
on smooth manifolds as well as graphs. Their construction is based on repeated applications of a
diffusion operator. The major difference between their work and ours is that the diffusion wavelets
are orthonormal. Although an orthonormal system is desirable for some applications such as com-
pression, redundant systems such as tight frames are more robust to errors than (bio)orthogonal
systems. In many applications of transformation based data processing, most processing is done
in the transform domain such as the widely used thresholding. Errors are inevitably introduced
no matter how careful the thresholding operator is designed, especially at the presence of noise.
However, if a redundant system is used, there is a good chance that these errors are canceled out
after transforming back to the physical domain.

Redundant systems were considered by Maggioni and Mhaskar [44] where they developed a theory
of diffusion polynomial frames that is related to our framework. However, they did not provide
any algorithm for efficient computation of the decomposition and reconstruction transforms which
are crucial to many applications. Geller and Mayeli [45] studied a construction for wavelets on
compact differentiable manifolds. In particular, their scaling is defined using a pseudodifferential
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operator t∆et∆, where ∆ is the Laplace-Beltrami operator on the given manifold and t is the scaling
parameter. Wavelets are obtained by applying the pseudodifferential operator to a delta impulse.
In our framework, the scaling is defined by φ(t∆) where φ ∈ L2(R) is a refinable function. The
wavelets are obtained by applying ψj(t∆), with ψj ∈ L2(R) and 1 ≤ j ≤ r, to delta impulses at
each points of the given manifold. Moreover, we do not need to assume the manifolds are smooth
for our approach.

The work by Hammond, Vandergheynst and Gribonval [1] is most related to the present work.
In [1], scaling is defined by φ(t∆) with φ ∈ L2(R) and wavelets are obtained by applying ψ(t∆),
with ψ ∈ L2(R), to delta impulses at each vertex of the given graph. Fast decomposition and
reconstruction algorithms based on Chebyshev polynomial approximation were proposed as well,
which were referred to as the spectral graph wavelet transform (SGWT). The present work is
different from [1] in the following ways:

(1) We consider characterization and construction of tight wavelet frames on both manifolds
and graphs, while only graphs were considered by [1].

(2) We consider wavelet frame functions ψj that are generated by a refinable function φ via the
associated mask aj , which is an entirely new approach. Such consideration grants a natu-
ral transition from continuum (manifolds) to discrete (graphs) settings. More importantly,
due to the association of ψj with mask aj , the proposed fast transform, i.e. WFTG, is
more efficient than the SGWT in the discrete setting (graphs), although the essential tool
used by both approaches is the Chebyshev polynomial approximation. This is because for

WFTG, the function needs to be approximated is âj (instead of ψ̂j itself as in [1]), which
is a trigonometric polynomial. Therefore, the WFTG can be computed using low-degree
Chebyshev polynomial approximations, instead of high-degree Chebyshev polynomial ap-
proximations needed for the SGWT. Efficient and accurate computation of the forward and
inverse transforms are rather important in many applications.

(3) Theorem 2.1 (continuum) and Theorem 3.1 (discrete) provide a constructive characteri-
zation of tight wavelet frames on manifolds and graphs. Systematic construction of tight
wavelet frames is totally painless using our approach.

(4) The tight wavelet frame systems constructed by our approach are potentially more effective
in applications than those constructed by [1], as indicated by the comparisons of the WFTG
and SGWT given in Section 4 on denoising and semi-supervised clustering problems.

Contributions. The contribution of this paper is fourfold.

(1) Painless construction of tight wavelet frames on manifolds and graphs. The construction
of tight wavelet frames is essentially reduced to the construction of a set of masks {aj :
0 ≤ j ≤ r} such that a set of algebraic equations of âj is satisfied, i.e. equation (2.15).
In particular, any masks constructed from the unitary extension principle, such as those
in [20,50–58] and many masks constructed in [18] satisfy the condition (2.15).

(2) Fast transforms available, i.e. the fast tight wavelet frame transform on graphs (WFTG).
The key ingredient of the proposed WFTG is the Chebyshev polynomial approximation
of âj . For a given finitely supported mask aj , its Fourier series âj is a trigonometric
polynomial and hence is analytic. Therefore, it can be accurately approximated by low-
degree Chebyshev polynomials (see e.g. [59]).

(3) The WFTG is more effective than the SGWT in solving denoising and semi-supervised clus-
tering problems. Numerical examples in Section 4 shows that using the proposed denoising
and semi-supervised clustering model, better denoising and clustering results are obtained
when the WFTG is used.

(4) An effective semi-supervised clustering model using the WFTG is proposed and tested on
two real data sets. High-dimensional data clustering is one of the most important problems
in machine learning and big data analysis. Numerical experiments in Section 4.2 showed
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that the proposed clustering model using the WFTG is overall competitive with the state-
of-the-art methods and is superior to some of these methods.

2. Tight Wavelet Frames on Manifold {M, g}

We start this section with a brief review of some results in eigenvalue problems of Laplace-
Beltrami operator on Riemannian manifolds. For a comprehensive review of the subject, one can
refer to the book [60]. Given a Riemannian manifold (M, g), we will define a quasi-affine system
generated by finitely many functions, and discuss the conditions needed for a quasi-affine system
to form a tight frame for L2(M). We end this section by showing some examples.

2.1. Spectrum and Eigenfunctions of Laplace-Beltrami Operator. Let {M, g} be a com-
pact, connected Riemannian manifold with smooth boundary S. Let m ≥ 2 be the dimension ofM.
Let ∆ be the Laplace-Beltrami operator onM with respect to the metric g. Let {λp : p = 0, 1, . . .}
and {up : p = 0, 1, . . .} be the eigenvalues and eigenfunctions of the following eigenvalue problem

(2.1) ∆u+ λu = 0,

with Dirichlet boundary condition u|S = 0. As convention, 0 < λ0 ≤ λ1 ≤ λ2 ≤ · · · . The set of
eigenfunctions form an orthonormal basis of L2(M), i.e.

〈up, up′〉L2(M) =

∫
M
up(x)u∗p′(x)dx = δp,p′ ,

and {up} is complete in L2(M). Here, f∗ denotes the complex conjugate of f . Given f ∈ L2(M),
we define

f̂ [p] = 〈f, up〉L2(M),

with f̂ ∈ `2(Z+) and Z+ = {0, 1, 2, . . .}. Then, we have the following identity

〈f, g〉L2(M) = 〈f̂ , ĝ〉`2(Z+) for f, g ∈ L2(M),

where 〈f̂ , ĝ〉`2(Z+) :=
∑∞

p=0 f̂ [p]ĝ∗[p]. In particular, we have the following Parseval’s identity

‖f‖2L2(M) = ‖f̂‖2`2(Z+).

For convenience, we shall drop the subscript in 〈·, ·〉L2(M) and 〈·, ·〉`2(Z+) whenever there is no
confusion.

Finally, we recall the following two results from eigenvalue problems of Riemannian geometry.
First, Weyl’s asymptotic formula [60,61] gives us the growth rate of {λp}:

(2.2) λp � p
2
m ,

withm the dimension of the manifold. Here, an � bn means 0 < c = lim infn |an/bn| ≤ lim supn |an/bn| =
C <∞. The second result is the uniform bound of the eigenfunctions [62]:

(2.3) ‖up‖L∞(M) ≤ Cλ
m−1

4
p .

2.2. Tight Wavelet Frames for L2(M). We start with defining a system onM that mimics the
traditional quasi-affine system [20,24] generated by finitely many functions defined on R. With an
abuse of terminology, we shall refer to such systems on M as quasi-affine systems as well. The
quasi-affine system on manifold M is generated by dyadic dilations and continuum translations of
finitely many functions defined on the real line R. Given f ∈ L2(R), define dilation and translation
of f as

(2.4) fMn,y(x) :=
∞∑
p=0

f̂(2−nλp)u
∗
p(y)up(x), with n ∈ Z, x ∈M, y ∈M.
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Here, f̂ is the Fourier transform on the real line. The index n of fMn,y denotes dilation and y

translation. The dyadic dilation 2−n used here is nonessential and one may change it to any γ−n

with γ > 1. As one can see that fMn,y is defined in the spectral domain mimicking the dilation and
translation of functions on Euclidean domains via Fourier transform, which was first used by [1] in
discrete setting, i.e. on graphs. Note that the dilation and translation is only formally defined in
(2.4), since in general the infinite summation on the right hand side may diverge. To make sure

fMn,y ∈ L2(M), proper decay condition on f̂ is needed. We will return to this with more rigorousness
after we define the quasi-affine systems.

Define the quasi-affine system X(Ψ) ⊂ L2(M) generated by Ψ := {ψj : 1 ≤ j ≤ r} ⊂ L2(R) as

(2.5) X(Ψ) := {ψMj,n,y ∈ L2(M) : 1 ≤ j ≤ r, n ∈ Z, y ∈M},

where ψMj,n,y ∈ L2(M) is the dilation and translation of ψj as defined in (2.4):

(2.6) ψMj,n,y(x) :=

∞∑
p=0

ψ̂j(2
−nλp)u

∗
p(y)up(x), with n ∈ Z, x ∈M, y ∈M.

To ensure ψMj,n,y ∈ L2(M), we need to impose a regularity condition on ψj ∈ L2(R) or, in other

words, a decay condition on ψ̂j as follows:

(2.7) |ψ̂j(ξ)| ≤ C (1 + |ξ|)−s with s >
2m− 1

4
,

for all ξ ∈ R. Then, the two results in geometry (2.2) and (2.3) guarantee that ψMj,n,y ∈ L2(M).

Note that (2.6) can be written equivalently in Fourier domain as

(2.8) ψ̂Mj,n,y[p] := ψ̂j(2
−nλp)u

∗
p(y), with n ∈ Z, p ∈ Z+, y ∈M.

The main objective of this section is to discuss conditions on ψj ∈ L2(R), 1 ≤ j ≤ r, such that
X(Ψ) defined by (2.5) is a tight frame for L2(M). In case X(Ψ) is a tight frame for L2(M), we
shall call X(Ψ) a tight wavelet frame for L2(M) and the elements in Ψ framelets.

2.2.1. Characterization of Tight Wavelet Frames for L2(M). We consider the set of wavelet func-
tions Ψ that are finite linear combinations of the shifts of a certain refinable (scaling) function
φ ∈ L2(R), rather than a general set of wavelet functions. This makes our approach different from
the existing characterization and construction of wavelet (frame) systems on manifolds/graphs such
as [1, 43, 45–47]. Such consideration makes the construction of tight wavelet frames for L2(M) to-
tally painless. In fact, as will be shown by Corollary 2.1 that all tight wavelet frames constructed
from the unitary extension principle of [20] can also generate tight wavelet frame systems for L2(M).
Furthermore, such consideration ensures the existence of fast and accurate decomposition and re-
construction algorithms that can be easily implemented as well (see Section 3). These properties
are rather crucial to many applications.

Let φ ∈ L2(R) be a compactly supported refinable function with finitely supported refinement
mask a ∈ `0(Z) satisfying the refinement equation

φ̂(2ξ) = â(ξ)φ̂(ξ).

Here, φ̂ is the Fourier transform of φ ∈ L2(R) and â is the Fourier series of a, which is a trigonometric
polynomial since a is finitely supported. Same as the wavelet functions ψj , we assume the following

decay property on φ̂ so that the dilation and translation of φ is an element in L2(M):

(2.9) |φ̂(ξ)| ≤ C (1 + |ξ|)−s with s >
2m− 1

4
.
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Given such refinable function φ ∈ L2(R) with mask a ∈ `0(Z), we define a set of compactly
supported functions Ψ := {ψ1, . . . , ψr} ⊂ L2(R) by their associated masks aj ∈ `0(Z):

ψ̂j(2ξ) := âj(ξ)φ̂(ξ), 1 ≤ j ≤ r.
Letting ψ0 := φ and a0 := a, we can include the refinement equation for φ in the above equations,
i.e.

(2.10) ψ̂j(2ξ) = âj(ξ)φ̂(ξ) for 0 ≤ j ≤ r.

Given ψMj,n,y ∈ L2(M) defined by (2.6), the inner product between f ∈ L2(M) and ψMj,n,y satisfies

(2.11) 〈f, ψMj,n,y〉 = 〈f̂ , ψ̂Mj,n,y〉 =

∞∑
p=0

f̂ [p]ψ̂∗j (2
−nλp)up(y),

where the second equality follows from (2.8). Note that the decay conditions (2.7) and (2.9) implies
that 〈f, ψMj,n,·〉 ∈ L2(M) for 0 ≤ j ≤ r. Then, (2.11) can be written equivalently in Fourier domain
as

(2.12) ̂〈f, ψMj,n,·〉[p] = f̂ [p]ψ̂∗j (2
−nλp).

Now, we can define the following operator Pn,j on L2(M) as

Pn,jf :=

∫
M
〈f, ψMj,n,y〉ψMj,n,ydy, 0 ≤ j ≤ r.

In particular,

Pnf := Pn,0 =

∫
M
〈f, φMn,y〉φMn,ydy.

Now, we show that the operator Pn,j maps L2(M) into itself. Note that (2.6) implies that the
Fourier coefficients of ψM∗j,n,y(x) (the complex conjugate of ψMj,n,y(x)) with respect to y satisfy

̂ψM∗j,n,·(x)[p] = ψ̂∗j (2
−nλp)u

∗
p(x).

Then, by the above identity and (2.12), we have

(Pn,jf)(x) = 〈〈f, ψMj,n,·〉, ψM
∗

j,n,·〉 = 〈 ̂〈f, ψMj,n,·〉, ψ̂M
∗

j,n,·〉

=

∞∑
p=0

f̂ [p]
∣∣∣ψ̂j(2−nλp)∣∣∣2 up(x).

By the decay conditions (2.7) and (2.9) on ψ̂j for 0 ≤ j ≤ r, it is obvious that Pn,jf ∈ L2(M) for
every f ∈ L2(M). Furthermore, we have

(2.13) P̂n,jf [p] = f̂ [p]
∣∣∣ψ̂j(2−nλp)∣∣∣2 , for 0 ≤ j ≤ r.

By definition, {ψj : 0 ≤ j ≤ r} is uniquely determined by the set of masks {aj : 0 ≤ j ≤ r}.
Thus, the system X(Ψ) is uniquely determined by masks {aj : 0 ≤ j ≤ r}. The following theorem
tells us for what conditions on {aj : 0 ≤ j ≤ r}, the corresponding system X(Ψ) defined by (2.5)
is a tight frame for L2(M). In fact, the decay conditions (2.7) and (2.9) can be characterized by
the associated masks as well [21]. However, for simplicity and clarity, we will not convert (2.7) and
(2.9) to conditions on the masks.

Theorem 2.1. Given the set of compactly supported functions {ψj : 0 ≤ j ≤ r} ⊂ L2(R) and the
associated trigonometric polynomials (or masks) {âj(ξ) : 0 ≤ j ≤ r} satisfying (2.10), assume that
the decay conditions (2.7) and (2.9) are satisfied,

(2.14) |â0(ξ)− 1| ≤ C|ξ|
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for ξ near the origin, and

(2.15)
r∑
j=0

|âj(ξ)|2 = 1.

Then, the system X(Ψ) is a tight frame for L2(M), i.e.

f =
r∑
j=1

∑
n∈Z

∫
M
〈f, ψMj,n,y〉ψMj,n,ydy for every f ∈ L2(M).

Proof. By (2.13), we have

P̂nf [p] = P̂n,0f [p] = f̂ [p]
∣∣∣φ̂(2−nλp)

∣∣∣2
(by (2.15)) =

r∑
j=0

f̂ [p]
∣∣∣âj(2−nλp)φ̂(2−nλp)

∣∣∣2
=

r∑
j=0

f̂ [p]
∣∣∣ψ̂j(2−n+1λp)

∣∣∣2 =

r∑
j=0

P̂n−1,jf [p].

Thus,

Pnf = Pn−1f +

r∑
j=1

Pn−1,jf

and hence

Pn1f = Pn2f +
r∑
j=1

n1∑
n=n2

Pn,jf.

We first show that

Pn1f → f in L2(M) as n1 →∞.

By the assumption (2.14), we have φ̂(ξ)→ 1 as ξ → 0 (see e.g. [63, 64]). Then,

‖Pn1f − f‖2L2(M) =

∞∑
p=0

∣∣∣f̂ [p]|φ̂(2−n1λp)|2 − f̂ [p]
∣∣∣2 =

∞∑
p=0

|f̂ [p]|2
∣∣∣|φ̂(2−n1λp)|2 − 1

∣∣∣2 .
Since φ̂(2−n1λp)→ 1 for each p ≥ 0 as n1 →∞, and φ̂ is bounded, we have ‖Pn1f − f‖2L2(M) → 0

as n1 →∞ (by the dominated convergence theorem).
Finally, we show that

Pn2f → 0 in L2(M) as n2 → −∞.

Indeed, since φ̂(ξ) → 0 as ξ → ∞, we have P̂n2f [p] = f̂ [p]|φ̂(2−n2λp)|2 → 0 as n2 → −∞, for

p ≥ 0. Thus, the boundedness of φ̂ leads to Pn2f → 0 in L2(M) as n2 → −∞ (by the dominated
convergence theorem). This concludes the proof of the theorem. �

Remark 2.1.

(1) From Theorem 2.1, we can see that by considering Ψ = {ψj}j that is obtained from the
identity (2.10), we can simply start with a properly chosen refinable function φ and find a
set of masks {aj}j such that (2.15) is satisfied. The decay conditions can also be verified
using the masks [21]. This makes the construction of tight wavelet frames for L2(M) very
simple. Such construction of Ψ is known as the multiresolution analysis (MRA) [65–68]
based construction in the literature of wavelets [69,69,70] and wavelet frames [20,56,58,71]
on flat domains.
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(2) We can see from the above proof that, if Neumann boundary condition is chosen for the
eigenvalue problem (2.1) or the underlying manifold M has no boundary at all, we will

have P̂n2f [0] → f̂ [0] and P̂n2f [p] → 0 for p ≥ 1 as n2 → −∞, since λ0 = 0. Therefore,
the system X(Ψ) obtained from Theorem 2.1 is a tight wavelet frame for the subspace {f ∈
L2(M) : 〈f, u0〉 = 0} instead of L2(M) itself.

By Theorem 2.1, it is immediate that all the compactly supported tight wavelet frames for L2(R)
constructed from the unitary extension principle (UEP) [20] can generate a tight wavelet frame for
L2(M) provided that the decay conditions (2.7) and (2.9) are satisfied. Recall that a set of masks
{aj ∈ `0(Z) : j = 0, 1, . . . , r} is said to satisfy the UEP [20] if

(2.16)
r∑
j=0

|âj(ξ)|2 = 1 and
r∑
j=0

âj(ξ)â
∗
j (ξ + π) = 0.

Interested reader should consult [20,56] for details.

Corollary 2.1. Let {ψj : 0 ≤ j ≤ r} and the associated trigonometric polynomials (or masks)
{âj : 0 ≤ j ≤ r} be constructed from the UEP. Then X(Ψ) defined by (2.5) is a tight frame for
L2(M) provided that the decay conditions (2.7) and (2.9) are satisfied and |â0(ξ)− 1| ≤ C|ξ| for ξ
near the origin.

Remark 2.2. By Theorem 2.1, the second condition of the UEP is not needed for X(Ψ) defined
by (2.5) to form a tight frame for L2(M). This is because the system X(Ψ) is entirely translation
invariant. The second condition of the UEP is to make sure aliasing can be canceled, which is
not needed for a translation invariant wavelet system (see e.g. [72, Theorem 6.4]). Therefore,
other than the masks constructed form the UEP, there are many more examples of {aj}j whose
corresponding function ψj generate a tight wavelet frame for L2(M). For example, many masks
constructed by [18] for discretization of nonlinear PDEs only satisfy (2.15). If their corresponding
refinable and wavelet functions satisfy the decay conditions, they generate tight frame systems for
L2(M) by Theorem 2.1.

2.2.2. Examples of Tight Wavelet Frames onM. Theorem 2.1 tell us that to construct tight wavelet
frames for L2(M), we can simply start with finding a finite set of filters such that (2.15) is satisfied.
In particular, Corollary 2.1 tells us that, under suitable conditions, tight wavelet frames constructed
from the UEP can generate tight wavelet frames for L2(M). This leads us to a huge collection
of tight wavelet frames, because in the literature of wavelet frames, numerous sets of masks with
various different properties are constructed based on the UEP [20, 50–58]. Here, we shall focus on
the sets of masks constructed from B-splines in [20].

Consider a B-spline φ of order r with r ≥ 1:

(2.17) φ̂(ξ) = e−ij
ξ
2

(
sin(ξ/2)

ξ/2

)r
,

with τ = 0 when r is even and τ = 1 when r is odd. The corresponding refinement mask â0 is
given as

â0(ξ) = e−iτ
ξ
2 cosr(ξ/2).

We define r wavelet masks as

(2.18) âj(ξ) = −ije−iτ
ξ
2

√(
r

j

)
sinj(ξ/2) cosr−j(ξ/2), 1 ≤ j ≤ r.

It is easy to check that (2.15) is satisfied:
r∑
j=0

|âj(ξ)|2 = (cos2(ξ/2) + sin2(ξ/2))r = 1.
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Therefore, by Theorem 2.1, the system X(Ψ) generated by the r framelets defined by

(2.19) ψ̂j = −ije−iτ
ξ
2

√(
r

j

)
cosr−j(ξ/4) sinr+j(ξ/4)

(ξ/4)r
, 1 ≤ j ≤ r,

forms a tight frame for L2(M) for all r ≥ 2m−1
4 with m the dimension of the manifold M.

Remark 2.3. When the dimension of M is 2, i.e. m = 2, the framelets Ψ given by (2.19) for
all r ≥ 1 can generate a tight wavelet frame for L2(M). However, when m ≥ 3, according to the
assumption (2.7), only the wavelet frame systems generated by higher order B-splines can form tight
frames. Of course, this assumption may be weakened so that the systems generated by low order
B-splines also form a tight frame for L2(M). In the next section, we shall show that in the discrete
setting, the set of masks (2.18) for any r ≥ 1 always generates a discrete tight frame on graphs.
More generally, any set of masks {aj : 0 ≤ j ≤ r} satisfying (2.15) can generate a discrete tight
wavelet frame on graphs (see Theorem 3.1).

3. Discrete Tight Wavelet Frame Transforms

3.1. Motivations. Let hj,n(y) := 〈f, ψMj,n,y〉. Observe that

ĥj,n−1[p] = f̂ [p]ψ̂∗j (2
−n+1λp)

= f̂ [p]â∗j (2
−nλp)φ̂

∗(2−nλp)

= â∗j (2
−nλp)ĥ0,n[p].

(3.1)

This shows that hj,n−1, i.e. the continuous wavelet frame coefficients at level n − 1 and band j,
can be obtained from h0,n, i.e. the low frequency coefficients at level n, by “convolving” h0,n with
the masks aj . As further discussed below, we can understand discrete function fG on a graph
(which is a certain discretization of M) as a sampling of the underlying function f by sampling
h0,n(y) at certain scale n > 0. Then, the discrete wavelet frame transforms can be simply defined
as “convolutions” of fG with filters {aj}.

3.2. Discrete Tight Wavelet Frame Transforms on Graphs. We denote a graph as G :=
{E, V,w}, where V := {vk ∈ M : k = 1, . . . ,K} is a discretization of a given manifold M,
E ⊂ V × V is an edge set, and w : E 7→ R+ denotes a weight function. In this paper, we choose
the following commonly used weight function

w(vk, vk′) := e−‖vk−vk′‖
2
2/σ, σ > 0.

Let A := (ak,k′) be the adjacency matrix

ak,k′ :=

{
w(vk, vk′) if vk and vk′ are connected by an edge in E

0 otherwise,

and D := diag{d[1], d[2], . . . , d[K]} where d[k] is the degree of node vk defined by d[k] :=
∑

k′ ak,k′ .
Let L0 be the (unnormalized) graph Laplacian, which takes the following form

L0 := D −A.

In the literature, normalized graph Laplacians were also considered

L1 := I −D−1A or L2 := I −D−1/2AD1/2.

Here, we shall use L to denote one of the above three graph Laplacians. In our numerical compu-
tations, we will use the unnormalized graph Laplacian. The consistency of the graph Laplacian to
the Laplace-Beltrami operator was studied in [3–5].
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Denote {(λk, uk)}K−1
k=0 the set of pairs of eigenvalues and eigenfunctions of L. Assuming the

graph is connected, then we have 0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λK−1. The eigenfunctions form an
orthonormal basis for all functions on the graph:

〈uk, uk′〉 :=
K∑
n=1

uk[n]uk′ [n] = δk,k′ .

Let fG : V 7→ R be a function on the graph G. Then its Fourier transform is given by

f̂G[k] :=
K∑
n=1

fG[n]uk[n].

Transition from continuum to discrete. Suppose G is a certain discretization of M with
V ⊂ M. Given a function fG on graph G, we assume that fG is sampled from the underlying
function f :M 7→ R by

fG[k] := 〈f, φN,vk〉, vk ∈ V,
with the dilation scale N being the smallest integer such that

λmax := λK−1 ≤ 2Nπ.

Note that the scale N is selected such that 2−Nλk ∈ [0, π] for 0 ≤ k ≤ K − 1.
Based on our earlier observation (3.1), we define the discrete L-level tight wavelet frame decom-

position as

W fG := {Wj,lfG : (j, l) ∈ B}
with

(3.2) B := {(1, 1), (2, 1), . . . , (r, 1), (1, 2), . . . , (r, L)} ∪ {(0, L)}

and

(3.3) Ŵj,lfG[k] :=

{
â∗j (2

−Nλk)f̂G[k] l = 1,

â∗j (2
−N+l−1λk)â

∗
0(2−N+l−2λk) · · · â∗0(2−Nλk)f̂G[k] 2 ≤ l ≤ L.

The index j denotes the band of the transform with j = 0 the low frequency component and
1 ≤ j ≤ r the high frequency components. The index l denotes the level of the transform.

Given a graph function fG, let α := W fG := {αj,l : (j, l) ∈ B}, with αj,l := Wj,lfG, be its tight

wavelet frame coefficients. We denote the discrete tight wavelet frame reconstruction as W>α,
which is defined by the following iterative procedure in frequency domain

α̂0,l−1[k] =
r∑
j=0

âj(2
−N+l−1λk)α̂j,l[k] for l = L,L− 1, . . . , 1,(3.4)

where α0,0 := W>α is the reconstructed graph data from α. Note that W is obviously a linear

transformation, and it is easy to verify that the linear transformation W> defined by (3.4) is indeed
the adjoint of W satisfying 〈W fG,α〉 = 〈fG,W>α〉 for all fG and α.

Perfect reconstruction from α to fG through W> can be verified as long as the masks {aj : 0 ≤
j ≤ r} satisfy the condition (2.15) in Theorem 2.1. We have the following theorem stating that
{aj : 0 ≤ j ≤ r} generates a discrete tight wavelet frame on graphs.

Theorem 3.1. Given a set of masks {aj : 0 ≤ j ≤ r} ⊂ `0(Z), suppose condition (2.15) is satisfied.

Then, the discrete tight wavelet frame transforms W and W> defined on G = {E, V,w} by (3.3)
and (3.4) satisfy

W>W fG = fG, for all fG : V 7→ R.
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Proof. For simplicity, we prove the theorem for the case L = 2. The proof for general L is analogous.
For L = 2, we have α := {αj,l : (j, l) ∈ B} with αj,l := Wj,lfG and B = {(j, l) : 1 ≤ j ≤ r, l =
1, 2} ∪ {(0, 2)}. By (3.3), we have

α̂j,2[k] = â∗j (2
−N+1λk)â

∗
0(2−Nλk)f̂G[k].

Then, letting l = 2 in (3.4), we have

α̂0,1[k] =
r∑
j=0

âj(2
−N+1λk)α̂j,2[k]

=
r∑
j=0

∣∣âj(2−N+1λk)
∣∣2 â∗0(2−Nλk)f̂G[k]

= â∗0(2−Nλk)f̂G[k],

where the last identity follows from (2.15). Letting l = 1 in (3.4) and similarly, we have

α̂0,0[k] =
r∑
j=0

âj(2
−Nλk)α̂j,1[k]

=
r∑
j=0

∣∣âj(2−Nλk)∣∣2 f̂G[k]

= f̂G[k].

This shows that W>W fG = fG. �

We present some sets of masks satisfying (2.15), and hence generate discrete tight wavelet frames
on graphs according to Theorem 3.1. Note that these masks are modified from those given by (2.18)
by removing the complex factors.

Example 3.1. We present three sets of masks that satisfy (2.15) and hence generate discrete tight
wavelet frames on graphs. We shall refer to them as the “Haar”, “linear” and “quadratic” tight
wavelet frame systems, and the masks as the “Haar”, “linear” and “quadratic” masks. These masks
slice the spectrum in a different but similar way as shown in Figure 1.

(1) Haar.
â0(ξ) = cos(ξ/2) and â1(ξ) = sin(ξ/2).

(2) Linear.

â0(ξ) = cos2(ξ/2), â1(ξ) =
1√
2

sin(ξ) and â2(ξ) = sin2(ξ/2).

(3) Quadratic.

â0(ξ) = cos3(ξ/2), â1(ξ) =
√

3 sin(ξ/2) cos2(ξ/2)

â2(ξ) =
√

3 sin2(ξ/2) cos(ξ/2) and â3(ξ) = sin3(ξ/2).

3.3. Fast Tight Wavelet Frame Transform on Graphs (WFTG). The discrete tight wavelet
frame transforms given by (3.3) and (3.4) require the full set of eigenvectors and eigenvalues of the
graph Laplacian, which is computationally expensive to obtain for large graphs. A solution to such
computation challenge is to use polynomial approximation of the masks, such as the Chebyshev
polynomials, so that eigenvalue decomposition of the graph Laplacian is not needed. This approach
was first proposed by [1]. However, the masks âj(ξ) that we use, as well as those constructed in the
literature from the UEP, are trigonometric polynomials (such as (2.18)). Therefore, âj(ξ) can be
accurately approximated by low-degree Chebyshev polynomials (see e.g. [59]) which significantly
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Figure 1. Plots of âj(ξ) for ξ ∈ [0, π]. Plot (a) presents the “Haar” masks with â0

in blue and â1 in green. Plot (b) presents the “linear” masks with â0 in blue, â1 in
green and â2 in red. Plot (c) presents the “quadratic” masks with â0 in blue, â1 in
green, â2 in red and â3 in light blue.

reduces the computation cost of the decomposition and reconstruction algorithms. In this section,
we describe the details of the fast tight wavelet frame transform on graphs (WFTG) based on
polynomial approximation. Comparisons of our approach with that of [1] will be presented later in
Section 3.4 and Section 4.

We start with approximating a given function g(ξ) with ξ ∈ [0, π] using Chebyshev polynomials
{Tk(ξ) : k = 0, 1, . . .}. Recall that the Chebyshev polynomials on [0, π] are defined iteratively by

(3.5) T0 = 1, T1(ξ) =
ξ − π/2
π/2

, Tk(ξ) =
4

π
(ξ − π/2)Tk−1(ξ)− Tk−2(ξ), for k = 2, 3, . . . .

Then, given g(ξ), we have the following expansion

g =
1

2
c0 +

∞∑
k=1

ckTk, where ck =
2

π

∫ π

0
cos(kθ)g

(π
2

(cos(θ) + 1)
)
dθ.

When g(ξ) is smooth, we can use partial sums to accurately approximate g(ξ):

g(ξ) ≈ T n(ξ) =
1

2
c0 +

n−1∑
k=1

ckTk.

We denote the Chebyshev polynomial approximation of âj(ξ) as

âj(ξ) ≈ T nj (ξ) =
1

2
cj,0 +

n−1∑
k=1

cj,kTk, cj,k =
2

π

∫ π

0
cos(kθ)âj

(π
2

(cos(θ) + 1)
)
dθ.

We denote the Chebyshev approximation of â∗j as T n∗j . Since the masks {âj} we will be using are

real-valued (those in Example 3.1), we have T nj = T n∗j .

Let us see how to speed up the transformation (3.3) using the above approximation. The Lapla-
cian L admits the eigenvalue decomposition L = UΛU> where Λ = diag{λ0, λ1, . . . , λK−1} and
columns of U are the eigenvectors. Then we can rewrite (3.3) in the following matrix form in
physical domain:

(3.6) Wj,lfG =

{
Uâ∗j (2

−NΛ)U>fG l = 1,

Uâ∗j (2
−N+l−1Λ)â∗0(2−N+l−2Λ) · · · â∗0(2−NΛ)U>fG l ≥ 2.

Here,

â∗j (γΛ) := diag{â∗j (γλ0), â∗j (γλ1), . . . , â∗j (γλK−1)}.
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If we substitute the approximation âj(ξ) ≈ T nj (ξ) in (3.6) and use the fact that T nj are polynomials,
we obtain the WFTG:

Fast Tight Wavelet Frame Transform on Graphs (WFTG). W fG = {Wj,lfG : (j, l) ∈ B}
where

(3.7) Wj,lfG :=

{
T n∗j (2−NL)fG l = 1,

T n∗j (2−N+l−1L)T n∗0 (2−N+l−2L) · · · T n∗0 (2−NL)fG l ≥ 2.

Reconstruction transform W> can be defined similarly and we have W>W ≈ I. Note that, for
computational efficiency, the operations T ∗j (sL)fG for decomposition and Tj(sL)fG for reconstruc-

tion are computed via the iterative definition of the Chebyshev polynomial (3.5). Therefore, in
WFTG, only matrix-vector multiplications are involved.

Remark 3.1. As we mentioned earlier, since the masks âj(ξ) are trigonometric polynomials, they
can be accurately approximated by low-degree Chebyshev polynomials (see Table 1 for example).
In our simulations, we choose n = 8 which is sufficient for the applications we considered. Note
that, if a higher order B-spline tight wavelet frame system is used, Chebyshev polynomials with a
higher degree may be needed to achieve a given approximation accuracy. However, just as in image
processing, only the lower order systems are mostly used because they provide a better balance
between quality and computation efficiency.

3.4. Numerical Simulations of WFTG. Given a graph G = {E, V,w} with |V | = K, we shall
use the unnormalized graph Laplacian L = D − A as an example. We compute only the largest

eigenvalue λK−1, and choose the initial dilation scale as N = log2(
λK−1

π ).
In our simulations, we choose the “linear” tight wavelet frame system given in Example 3.1, i.e.

â0(ξ) = cos2(ξ/2), â1(ξ) =
1√
2

sin(ξ) and â2(ξ) = sin2(ξ/2).

We present approximation errors of T nj to âj for several values of n in the following Table 1,
where one can easily see that the âj can be accurately approximated by low-degree Chebyshev
polynomials. In our simulations, we fix n = 8, i.e. we use Chebyshev polynomials of degree 7 to
approximate the masks given in Example 3.1.

Table 1. Approximation error ‖T nj − âj‖∞ with âj the ‘linear” masks given in
Example 3.1.

Errors â0 â1 â2

n = 4 2.273×10−3 2.022×10−2 2.273×10−3

n = 5 2.273×10−3 4.267×10−4 2.273×10−3

n = 6 3.417×10−5 4.267×10−4 3.417×10−5

n = 7 3.417×10−5 4.775×10−6 3.417×10−5

n = 8 3.762×10−7 4.775×10−6 3.762×10−7

To illustrate the effects of the WFTG using the “linear” masks in Example 3.1, we consider a
graph G = {E, V,w}, with V being sampled from a unit sphere. The number of vertices in V is

16, 728. The adjacency matrix A is generated using the weight function w(vi, vj) = e−‖vi−vj‖
2
2/σ for

vi, vj ∈ V . In our experiments, we fix σ = 10. Then we threshold A to limit the number of nearest
neighbors of each vertex to 10. The functions fG : V 7→ R are generated by mapping two images,
“Slope” and “Eric”, onto the graph G (see Figure 2). We perform 4 levels of WFTG and use n = 8
for the Chebyshev polynomial approximation of the masks. The tight wavelet frame coefficients
Wj,lfG for 0 ≤ j ≤ 2 and 1 ≤ l ≤ 4 are shown in Figure 3 and 4. It is worth noticing that the high
frequency coefficients Wj,lfG for j = 1, 2 and 1 ≤ l ≤ 4 are very sparse, which is consistent with
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what we normally observe from wavelet frame coefficients of images. In other words, the proposed
tight wavelet frames provide a sparse representation for graph functions. Sparsity is crucial to
many applications. In the next section, we shall consider denoising and semi-supervised clustering
utilizing the sparse representation provided by the proposed WFTG.

Figure 2. This figure shows two images (first row), “Slope” and “Eric”, that are
mapped to the graph of the unit sphere to form the graph data fG (second row).

Figure 3. This figure shows the images of the tight wavelet frame coefficients
Wj,lfG for 0 ≤ j ≤ 2 (row 1-3) and 1 ≤ l ≤ 4 (column 1-4).
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Figure 4. This figure shows the images of the tight wavelet frame coefficients
Wj,lfG for 0 ≤ j ≤ 2 (row 1-3) and 1 ≤ l ≤ 4 (column 1-4).

Finally, we compare the computation efficiency of the WFTG with that of the spectral graph
wavelet transform (SGWT) of [1], since SGWT is most related to the proposed WFTG. All simu-
lations are conducted on a laptop with Intel(R) Core(TM) i7-4600U CPU (2.1GHz & 2.7GHz) and
8GB RAM running Windows 7 (64-bit). The masks used for WFTG are those given in Example
3.1. The codes for SGWT is downloaded from “http://wiki.epfl.ch/sgwt”. The number of scales of
SGWT is chosen to be 4 and order of polynomial approximation is chosen to be 25 (by default).
The specific graph wavelet used for SGWT is generated by a cubic spline (see [1] for detail).

The computation time and reconstruction errors of a 4-level decomposition and reconstruction of
the WFTG and SGWT are summarized in Table 2. For a similar reconstruction error, the WFTG
using “Haar” masks is faster than the SGWT; the WFTG using “linear” masks is comparable
in speed to SGWT; and the WFTG with “quadratic” masks is slower. However, the WFTG
is a more redundant transformation than the SGWT in general. For example, after 4 levels of
decomposition, the size of the data in transform domain is 5 times of the size of the original data
for “Haar”, 9 times for “linear” and 13 times for “quadratic”, whereas the size of the data in the
transform domain of SGWT is 5 times the size of the original data. Therefore, taking the amount
of redundancy into account, WFTG is in fact faster than the SGWT in general. In Section 4,
we will further show that the WFTG is more effective than the SGWT in graph data denoising
and semi-supervised clustering, which indicates that the additional redundancy by the WFTG is
beneficial in applications.

In practice, we often need to properly balance between computation efficiency and redundancy
when choosing a system to use for a specific application. Higher redundancy may lead to better
results while sacrificing efficiency. Taking the denoising problem in Section 4.1 as an example,
we can see from Table 3 that using “quadratic” does not significantly improve denoising quality
while we generally face a 50% increase in total computation time. Therefore, taking both efficiency
and redundancy into account, one may stick to “Haar” and “Linear” or other set of masks with
comparable redundancy in applications.

http://wiki.epfl.ch/sgwt
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The computation efficiency of the WFTG is mainly due to the efficient approximation of the
masks by Chebyshev polynomial, because the masks constructed by our method are analytic
which leads to geometric decay of the coefficients of the Chebyshev polynomial approximation
(see e.g. [59]). In other words, the masks âj(ξ) can be accurately approximated by low-degree
Chebyshev polynomials. In addition, since tight frames are used by WFTG, the reconstruction
step is straightforward, and we do not need to solve a least-squares problem to find the inverse as
what is used by the SGWT.

Table 2. Comparison of computation efficiency of WFTG and SGWT [1]. The
reconstruction time is in seconds and errors are measured by the `∞-norm.

Image WFTG (Haar) WFTG (Linear) WFTG (Quadratic) SGWT
Name Time (sec.) Error Time (sec.) Error Time (sec.) Error Time (sec.) Error

Slope 0.246 3.80 × 10−6 0.450 7.16 × 10−6 0.773 3.80 × 10−6 0.519 5.02 × 10−6

Eric 0.262 3.81 × 10−6 0.462 7.63 × 10−6 0.782 3.81 × 10−6 0.509 1.21 × 10−6

4. Applications: Denoising and Semi-Supervised Clustering

In the previous section, we discussed how we can define sparse representations on graphs by
tight wavelet frames, and how to efficiently compute the decomposition and reconstruction trans-
forms using polynomial approximation of the masks. There are many potential applications of
the proposed representation. For example, one may consider a general linear inverse problem on
graphs whenever the solution we seek is sparse under the proposed tight wavelet frame transform.
In this section, we shall focus on the applications of the WFTG to graph data denoising and
semi-supervised clustering.

Given a graph data f , its Euclidean `p-norm (p = 1 or 2) is defined by

‖f‖p :=

(
K∑
k=1

|f [k]|p
) 1

p

,

and its graph-`p-norm is defined by

‖f‖p,G :=

(
K∑
k=1

|f [k]|pd[k]

) 1
p

,

were d[k] is the degree of the node vk ∈ V . Let D := diag{d[1], d[2], . . . , d[K]}. Obviously, we have

‖D1/pf‖p = ‖f‖p,G with Ds := diag{ds[1], ds[2], . . . , ds[K]} for s ∈ R. Note that we have dropped
the subscript “G” of fG that we used earlier to differentiate functions on graphs from functions on
manifolds, since we shall stay in the discrete setting throughout this section.

What is crucial to the success of the proposed WFTG in solving denoising and clustering problems
is the sparse approximation provided by the underlying tight frame system. Because of this, the
models we propose for both of the problems take the following generic form

(4.1) min
u

ν‖Wu‖1,G + F (u, f),

where F (·, ·) is some fidelity function that takes different forms for different applications, and f is
the observed graph data. The use of the `1-norm of Wu is because the desirable solution we seek
can be sparsely approximated by the underlying wavelet frame system.

Note that model (4.1) resembles some variational models used in the literature for image and
graph data processing and analysis, such as the total variation (TV) based models [73–78]. However,
the modeling philosophy of (4.1), as well as most wavelet frame based models for image processing, is
based on sparsity of the coefficients in transform domain, whereas for variational models such as TV
models, data to be recovered are characterized by carefully chosen function spaces. Nonetheless,
comparing most wavelet (frame) based models and variational models, it seems that the major
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difference between them is the choice of the underlying transformation that maps the data to a
certain domain where it can be sparsely approximated.

On flat domains, fundamental connections between wavelet frame based approach (taking the
form of (4.1) with a specific fidelity function F (·, ·)) and variational methods were established
in [17,19]. In particular, connections to the total variation model [73] was established in [17], and to
the Mumford-Shah model [79] was established in [19]. Furthermore, in [18], the authors established
a generic connection between iterative wavelet frame shrinkage and general nonlinear evolution
PDEs. The series of three papers [17–19] showed that wavelet frame transforms are discretizations
of differential operators in both variational and PDE frameworks, and such discretization is superior
to some of the traditional finite difference schemes for image restoration.

One interesting question to ask is whether (4.1) is a discrete form of a certain variational model, or
in other words, whether the WFTG discretizes differential operators on manifolds? If so, what type
of convergence can we establish between the discrete model (4.1) and its corresponding variational
model? We do not attempt to answer these questions in this paper since a rigorous justification
may be rather technical. But we observe from Figure 3 and 4 that the WFTG does behave like
differential operators.

Finally, we note that the quality of model (4.1) for a given application depends on the quality
of the transformation W . Taking denoising as an example, redundant systems are often better
than non-redundancy systems. Furthermore, two different redundant systems may produce very
different results even when the same model as (4.1) is used. In this section, we will compare the
WFTG and the SGWT for graph denoising and graph clustering problems. Our results will show
that WFTG is significantly more effective than the SGWT at least for denoising and clustering
problems. Furthermore, we will compare our proposed graph clustering model based on the WFTG
with some state-of-the-art clustering models using two real data sets.

4.1. Denoising. Denoising on graphs may not be a problem as important as image denoising.
However, a good representation together with the modeling based on such representation should be
robust to noise in order for them to be useful in practice. Therefore, denoising is a necessary test
problem. On the other hand, if the graph data collected in practice is corrupted by a certain type of
noise that needs to be removed, denoising is a helpful step to take before any further data analysis.
Given a graph G = {E, V,w} with |V | = K, and a graph function ū : V 7→ R, the observed data
or the data we collect is f = ū+ η, where η is some noise, which shall be assumed to be Gaussian
white noise.

Now, we propose to use the following analysis based model for denoising, which was originally
proposed in image processing [16,80,81]:

(4.2) min
u
‖ν ·Wu‖1,G +

1

2
‖u− f‖22,G,

where W is the tight wavelet frame transform (3.3) and

‖ν ·Wu‖1,G :=
∑

(j,l)∈B

νj,l‖Wj,lu‖1,G

with νj,l ≥ 0 being the tuning parameters and B defined in (3.2). In our simulations, we choose

(4.3) νj,l =

{
4−l+1ν for j 6= 0, 1 ≤ l ≤ L,
0 for j = 0, l = L,

where λ > 0 is a scalar tuning parameter. Note that model (4.2) can be solved efficiently using
the split Bregman algorithm [16, 82], which is also equivalent to the alternating direction method
of multipliers (ADMM) [83–85]. Applying the derivation of split Bregman algorithm to our model
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(4.2), we have

(4.4)


uk+1 = arg minu

1
2‖u− f‖

2
2,G + µ

2‖Wu− dk + bk‖22,
dk+1 = arg mind ‖ν · d‖1,G + µ

2‖d− (Wuk+1 + bk)‖22,
bk+1 = bk +Wuk+1 − dk+1.

Both of the sub-optimization problems in (4.4) have closed-form solutions. Replacing them by their
closed-form solutions, we obtain the following denoising algorithm solving (4.2):

(4.5)


uk+1 = (D + µI)−1

(
Df + µW>(dk − bk)

)
,

dk+1 = SνG/µ(Wuk+1 + bk),

bk+1 = bk +Wuk+1 − dk+1,

where (D + µI)−1 = diag{ 1
d[1]+µ , . . . ,

1
d[K]+µ}, νG := {νj,lD : (j, l) ∈ B} and the soft-thresholding

operator S is defined pointwise as Sx(y) := y
|y| max{|y| − x, 0}. In our numerical implementation,

we choose zero initialization of the algorithm, i.e. u0 = 0 and b0 = d0 = 0.

Remark 4.1. We specifically choose the Euclidean `2-norm in the second term of the first two
equations of (4.4), which corresponds to the choice of the Euclidean linear and augmented terms in
the derivation of the split Bregman algorithm using the augmented Lagrangian method (see [83–85]
or [24, Chapter 4] for details). Another choice, perhaps a more straightforward choice, is to use
‖ · ‖22,G. However, this will lead to an inversion of the non-diagonal matrix D+W>DW in solving

for uk+1, where D is a (rL+ 1)K × (rL+ 1)K diagonal matrix given by D = diag{D,D, . . . ,D}.
Therefore, for computation efficiency, we shall use the algorithm (4.5) to solve (4.2).

The graph we consider is the one formed by sampling a unit sphere as described in Section 3.4.
We select four examples of graph data as the noise-free data ū, where “Slope” and “Eric” were
given in Figure 2, and the other two graph data, “Barbara” and “Lena”, are generated by mapping
these two widely used images on the discrete sphere. Gaussian white noise is added to ū with a
standard deviation 0.05. The noise-free and noisy data are visualized in Figure 5, first and second
row respectively. The only reason that spherical data is used instead of general graph data is for
visualization purpose, so that one can visually judge the denoising quality by examining the images.

In our simulations, when the WFTG is chosen for W , we fix the level of decomposition to
1, since using higher decomposition levels only slightly improves the denoising quality while the
computation cost is noticeably increased. We choose “Haar”, “linear” and “quadratic” masks given
by Example 3.1 for the WFTG and compare the denoising results. For each choice of masks and
each graph data, the parameter ν of (4.3) is adjusted manually for optimal denoising quality.

For comparison purpose, we also choose the SGWT as the transform W in model (4.2). The
implementation of the algorithm (4.4) is exactly the same as using WFTG for W . For SGWT, we
choose the number of scales to be 5 and order of the Chebyshev polynomial approximation as 25.
Note that one may choose a different number of scales. However, the denoising quality varies only
slightly when larger number of scales are chosen. The specific graph wavelet systems of SGWT used
for the comparisons are generated by a cubic spline and the Mexican hat wavelet (see [1] for further
details). For optimal denoising quality, we select the same parameter ν across all different scales
(instead of scaling it like in (4.3)), where the specific value of ν is manually chosen for different
graph data.

To see the denoising effect using the WFTG and SGWT with different frame systems, we sum-
marize the denoising errors in Table 3. The desnoising error is defined by

Denoising Error =
‖u− ū‖2
‖ū‖2

,

where u is the denoised data and ū is the original data. From Table 3, it is obvious that the
denoising results using the WFTG are significantly better than those of the SGWT. For WFTG,
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we can see that “linear” produces better results than “Haar”, while “quadratic” is comparable with
“linear”. However, WFTG using “Quadratic” masks is slower than “Haar” and “Linear”. There-
fore, the “linear” tight wavelet frame system seems to be a good balance between computational
cost and reconstruction quality for denoising problems. However, when the graph data can be well
approximated by a piecewise constant function, such as “Slope”, the “Haar” system seems to be
the best choice. For visual examination, denoising results using the “linear” tight wavelet frame
system for the WFTG, cubic spline and Mexican hat wavelet for SGWT are shown in the 3rd-5th
row of Figure 5. It is obvious from Figure 5 that the visual quality of the denoising results of the
WFTG is significantly better than that of the SGWT.

Finally, we note that if one has a linear inverse problem to solve on graph, i.e. f = Aū+ η, then
we can change the second term of (4.2) to 1

2‖Au − f‖
2
2,G (see e.g. [16, 17]). Also, if the additive

noise η is non-Gaussian, such as Poisson, one may modify the norm of the second term of (4.2) to
properly incorporate the correct noise statistics (see e.g. [86–88]).

Table 3. Comparisons: denoising errors of WFTG and SGWT.

Errors WFTG WFTG WFTG SGWT SGWT
“Haar” “Linear” “Quadratic” “Cubic” “Mexican Hat”

“Slope” 0.04279 0.04224 0.04307 0.06278 0.05989
“Eric” 0.02995 0.02872 0.02886 0.03926 0.03787

“Barbara” 0.07587 0.07419 0.07376 0.08857 0.08743
“Lena” 0.07972 0.07864 0.07829 0.08692 0.08830

4.2. Semi-Supervised Clustering. We consider semi-supervised clustering, where the labeling
of a small set of the data is provided in advance. We introduce an optimization model based on
the proposed WFTG, along with a fast numerical algorithm. The proposed model and algorithm
are motivated by the earlier work on wavelet frame based image segmentation [89] and surface
reconstruction [90], as well as the variational frameworks for image segmentation [91,92] and graph
clustering [76, 78]. We shall focus on the binary clustering problem (i.e. two classes). General-
ization to multiple-classes clustering can be done following a similar idea as in multiphase image
segmentation [93–95] which will be considered in our future studies.

Suppose the given graph G = {E, V,w} contains two clusters. Let |V | = K and Γ ⊂ {1, 2, . . . ,K}
be the set of labels where, for i ∈ Γ, we know which cluster vi belongs to. Let Γ := Γ0 ∪ Γ1 where
Γ0 is the index set for cluster 1 and Γ1 for cluster 2. Define f : Γ 7→ R as

f [i] :=

{
0 for i ∈ Γ0,

1 for i ∈ Γ1.

Our objective is to recover a function u : V 7→ [0, 1] with u|Γ ≈ f , such that the two sets {i | u[i] ≥ β}
and {i | u[i] < β} provide a good clustering of the given graph for some β ∈ (0, 1). To find such u,
we propose the following model

(4.6) min
u∈[0,1]

‖ν ·Wu‖1,G +
1

2
‖u|Γ − f‖22,G,

where the first term impose a regularization of the level sets of u, while the second is the fidelity
term making sure that u|Γ ≈ f . The parameter ν is chosen as in (4.3).

To solve (4.6), we apply the derivation of the split Bregman algorithm again, and obtain the
following algorithm

(4.7)


uk+1 = arg minu∈[0,1]

1
2‖u|Γ − f‖

2
2,G + µ

2‖Wu− dk + bk‖22,
dk+1 = SνG/µ(Wuk+1 + bk),

bk+1 = bk +Wuk+1 − dk+1,



SPARSE REPRESENTATION ON GRAPHS BY TIGHT WAVELET FRAMES AND APPLICATIONS 21

Figure 5. This figure shows the four noise-free graph data (first row), the corre-
sponding noisy data (second row) and the denoising results (3rd-5th row) of WFTG
(“linear”), SGWT (cubic spline) and SGWT (Mexican hat).

where the subproblem for uk+1 is approximated by the following steps

(
uk+ 1

2

)
|Γc

=
(
W>(dk − bk)

)
|Γc ,(

uk+ 1
2

)
|Γ

= (DΓ + µI)−1
(
f + µ

(
W>(dk − bk)

)
|Γ

)
,

uk+1 = max
{

min
{
uk+ 1

2 , 1
}
, 0
}
,

where DΓ = diag{d[k] : k ∈ Γ}.

4.2.1. Synthetic Data. Now, we test algorithm (4.7) using a synthetic data set known as the “two
moons” which was first used in [96]. This data set is constructed from two half unit circles in R2

with centers at (0, 0) and (1, 0.5). For each circle, 1000 points are uniformly chosen and lifted to
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R100 by adding i.i.d. Gaussian white noise with variance = 0.02 to each coordinate. The graph is
formed from the point set using the exact same way as we discussed earlier in Section 3.4.

Since the solution u of (4.6) is ideally binary, it is more suitable to use the “Haar” tight wavelet
frame system given in Example 3.1. The level of decomposition is chosen to be 1. Parameters are
properly tuned for optimal clustering results. Algorithm 4.7 is initialized by

(4.8) u0[k] :=

{
0, u1[k] > 0,

1, u1[k] ≤ 0,

where u1 is the second eigenvector of L, and d0 = b0 = Wu0.
Same as denoising, we compare the clustering results of the model (4.6) (implemented by algo-

rithm (4.7)) using the proposed WFTG (“Haar”) and the SGWT. For SGWT, Meyer wavelet is used
because numerically it produces the best clustering results among all available choices given by the
codes online. Figure 6 shows the ground truth of the two clusters and the clustering result by our
algorithm using WFTG (“Haar”) and SGWT (“Meyer”) assuming 10% of the labels of the vertices
(chosen randomly) are known. More clustering results assuming different percentages of known
labels are summarized in Table 4. These results suggest that, for the proposed clustering model
(4.6), the WFTG is more suitable than the SGWT. In the next subsection, we shall test model
(4.6) with WFTG on two realistic data sets and compare the results with some state-of-the-art
clustering methods.

Figure 6. This figure shows the ground truth of the two clusters (left) and the
estimated clusters using WFTG (middle) and SGWT (right) with error rate 4.5556%
and 7.3889% respectively.

Table 4. Clustering errors (%) of the data set “two moons” using the WFTG and SGWT.

Known Labels (%) 15 10 5 3
WFTG 4.1765 4.5556 5.9474 6.3402
SGWT 7.4118 7.3889 7.6842 8.7629

4.2.2. Real Data Sets. We test the proposed model (4.6) and algorithm (4.7) using the proposed
WFTG on two real date sets that are often used as test sets by many recent clustering methods.
We compare our method with four recently proposed semi-supervised clustering algorithms, which
are: the max-flow method and primal augmented Lagrangian method (PAL) by [78], the binary
MBO scheme by [77], and the method based on Ginzburg-Landau (GL) functional by [76]. All
these methods are based on solving or approximately solving a total variation (TV) based model
on graphs, which take the same form as (4.6) with the first term, i.e. the regularization term, of
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(4.6) replaced by the graph BV (bounded variation) semi-norm of u. Comparisons with some other
methods proposed earlier in the literature will also be mentioned.

The first real data set we use is the MNIST data set [97], which is available at http:// yann.lecun.com/
exdb/ mnist/. It contains 70000 28×28 images of handwritten digits from 0-9. Since our clustering
method is binary (2-classes clustering), we choose the subset with digits 4 and 9 to classify since
these digits are harder to distinguish. This created a data set of 13782 image vectors, which is
either 4 or 9. In our numerical simulations, we randomly draw 500 image vectors from the data set
(about 3.62%) and use them to create the known label set Γ and graph data f of (4.6). We repeat
this process 100 times and report the average classification errors (in %) and computation time.

The second data set is the banknote authentication data set from the UCI machine learning
repository [98]. It is a data set of 1372 features extracted from images (400×400 pixels) of genuine
and forged banknotes using wavelet transforms. The goal is to separate the banknotes into being
either genuine or forged. In our numerical simulations, we randomly draw 50 data vectors from
the entire data set (about 3.64%) and use them to create the known label set Γ and graph data f
of (4.6). We repeat this process 100 times and report the average classification errors (in %) and
computation time.

For both MNIST and banknote data sets, we use “Haar” masks of Example 3.1 for the WFTG.
Level of decomposition is chosen to be 1. The parameters (ν, µ) (ν is given by (4.3)) and the total
number of iterations are chosen to be (2, 0.01) and 200 for MNIST data set, and (0.02, 0.02) and
100 for banknote data set. In all the simulations, the algorithm (4.7) is initialized using the second
eigenvector of the graph Laplacian as given by (4.8).

Summary of the clustering results using both data sets is given in Table 5. The results of
the methods max-flow, PAL, binary MBO and GL are also included in Table 5, which are taken
from [78] where the exact same data sets and experimental settings were used. Our method is only
slightly worse than the four latest clustering method for MNIST data set, while it is comparable to
the max-flow and PAL methods and much better than binary MBO and GL for banknote data set.

There are many other clustering methods proposed in the literature that were tested on the
MNIST data set as well. For example, an unsupervised clustering method was recently proposed
by [99], where the classification of the digits 4 and 9 were tested. A purity score (measures the
fraction of the vertices that have been assigned to the correct class) of 97.7 was reported. Also,
methods based on k-nearest neighbors [97, 100], neural or convolutional nets [97, 100, 101], and
SVM [102] report clustering errors of 2.83%-5.00%, 0.35%-4.70%, and 0.68%-1.40%, respectively.
We note that all of these approaches are supervised learning methods using 60,000 out of 70,000
digits as a training set, i.e. assuming about 85.7% of the labels are already known. However, our
method only takes 3.6% of the entire data set as training set, and the performance is still competitive
with the above approaches. Furthermore, no preprocessing or initial dimension reduction on the
data set are required for our method, unlike most of the aforementioned algorithms.

Table 5. Clustering errors (%) of MNIST and banknote data set. Computation
time (in seconds) for our method is included in parenthesis.

Errors (%) Our Method Max-Flow PAL Binary MBO GL
MNIST 2.76 (8.5 sec.) 1.52 1.56 1.64 1.75

Banknote 1.64 (2.9 sec.) 1.17 1.71 6.52 3.90
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